PRELEARNING PREREQUISITES — RUBBER ELASTICITY

Ideal Gas Law:

An ideal gas is defined as one in which all collisions between atoms or molecules are
perfectly elastic and in which there are no intermolecular attractive forces. One can visualize
it as a collection of perfectly hard spheres which collide but which otherwise do not interact
with each other.

In such a gas, all the internal energy is in the form of kinetic energy and any change in
internal energy is accompanied by a change in temperature

An ideal gas can be characterized by three state variables: absolute pressure (P), volume (V),
and absolute temperature (T). The relationship between them may be deduced from kinetic
theory and is called the

|deal gas law: PV =nRT= NkT

* n =number of moles
* R =universal gas constant = 8.3145 J/mol K
* N = number of molecules

« k= Boltzmann constant = 1.38066 x 10 J/K = 8.617385 x 10" eV/K
« k=R/N
A

* N, =Avogadro's number = 6.0221 x 1023 /mol

The ideal gas law can be viewed as arising from the kinetic pressure of gas molecules
colliding with the walls of a container in accordance with Newton's laws. But there is also a
statistical element in the determination of the average kinetic energy of those molecules. The
temperature is taken to be proportional to this average kinetic energy; this invokes the idea of
kinetic temperature. One mole of an ideal gas at standard temperature pressure occupies 22.4
liters.

Properties

Density=p Pressure =p Temperature =T Volume =V Mass =M
Observations

Boyle: For a given mass, at constant temperature, the
pressure times the volumeis aconstant. pV = C,

Charles and  For a given mass, at constant pressure, the volume
Gay-Lussac: s directly proportional to the temperature. V=C,T

Combine: pVIT =nR R = 831J/mole/K (Universal)
pVY =n RT n = number of moles

nRT

Divide by mass: pv= Specific Volume =v

v= volume _ 1

mass p
[ pv=RT or p=RpT|

R = Constant value for each gas
= 286 k) kg/K (for air)




Some Tools of Thermodynamics
Some Miscellaneous Relationships
Recall that the combined first and second laws give the relationship

This implies that U is a function of S and V. Sometimes we call S and V the "natural
variables" of U. Regarding U = U(S,V) we can write

dU=[a—U] d5’+(a—U] av.
as ), ov ). @

Comparing Equations 1 and 2 it is clear that
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These two equations can be regarded as thermodynamic definitions of T and p.
Likewise, from the definition of enthalpy we wrote before that

dH = Tds + Vdp. (@)

Equation 4 implies that enthalpy is a natural function of S and p. Regarding H = H(S,p) we
can write

AF = [a_H] as + [5_HJ dp.
as J, & Js
From Equations 4 and 5 it is clear that
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Equations 6a and 6b give us another thermodynamic definition of T and a thermodynamic
definition of V (which is curious since we have always regarded V as a purely mechanical
variable).

()

Helmholtz and Gibbs Free Energy

When we made the transformation from U to H by the Legendre transformation,



H=0U+pl, 0
we remarked that VV was not the most convenient independent variable. In the laboratory it is
usually much easier to control pressure than it is to control V. Since both U and H are natural
functions of entropy, it is fair to ask how convenient it is to have S as a variable. The answer
is that it is not at all convenient to control entropy or to have entropy as an independent
variable. We do not have a meter that reads entropy and we do not know how to hold entropy
constant as we change some other variable. (Recall that we can control temperature, pressure,
and volume.) So we make some more Legendre transformations.

(We will not give an extensive discussion of Legendre transformations here, but we should
point out that they are not arbitrary. You can't just pick any two variables you wish and put
them together to make a Legendre transformation. We could make the Legendre
transformation from U to H by adding the pV term to U only because V is related to p and U
through Equation 3b. Using this as a guide it would seem reasonable to use Equation 3a to
change the variable S to T in the function U, and use Equation 6a to change the variable Sto T
in the function H. Let's try it.)

Define the Helmholtz free energy, A, as

A=U -T4, (8)
Then,
dd =7 - Tds —5dT
=TS — pdV - TdS -S4 T

Equation 9c tells us that the Helmholtz free energy is a natural function of T and V. That is, A
= A(T,V). T and V are much more convenient variables than S and V. Regarding A = A(T,V)
we see that
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Now compare Equation 10 with Equation 9c to see that,
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Equation 11a gives us a thermodynamic definition of entropy and 11b gives another
thermodynamic definition of pressure.

We now have a function of T and V, but we didn't much like V as an independent variable
before so why should we like it any better now? Let's use the relationship 6a to define the
Gibbs free energy, G, as,



G= H-T4. (12)

Actually, we can use any one of the three equivalent definitions,
G=H -7

G=A+pV

Any one of Equations 13a, b, or ¢ will give us the correct natural variables of G. Use Equation
12.
AG=dH - Td5 - 54T

= TAS + Vdp— TdS — 4T

= 5T + Vdp. (14a, ¢, )

From Equation 14c we see that the natural variables of G are temperature and pressure. Write

mz[@]pm[aﬁl@.

oT ap (15)
Comparing Equation 15 with Equation 14c¢ we find that.
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Equation 16a gives us another thermodynamic definition of entropy and 16b another
definition of volume.

Meaning of A and G

What do A and G mean and what are they good for? We said after the introduction of the first
law (which introduced the internal energy, U) that we would be introducing three more
functions that have units of energy. We now know that these functions are H, A, and G. At the
time we said that only U has a simple physical meaning - the sum of all the kinetic and
potential energies of all the particles. There is no simple physical explanation for enthalpy and
the two free energies. The best we can do is tell how they are used.

1) Most simple-minded.
Set

Then, using the definition of Helmholtz free energy as we have done above we find that,

For any process at constant temperature we have,



dAp=—pdV +dw g, =dWy og- (19)
That is, for a constant temperature process the Helmholtz free energy gives all the reversible
work. For this reason the Helmholtz free energy is sometimes called the "work function."
When a physicist says "free energy" without indicating Helmholtz or Gibbs, he usually means
Helmholtz free energy.

Similarly, we can write,

For a process at constant temperature and pressure we get,
dGr,p =W, =dwalm_ﬂ. 1)

That is, for a process at constant temperature and pressure the change in Gibbs free energy
gives all the reversible work except the pV work. This work might include electrical work,
work creating surface area, and so on. Chemists do most of their reactions on the bench top at
constant pressure. When a chemist says "free energy" she almost always means Gibbs free
energy unless she specifically states otherwise.

2) More useful - two new criteria for equilibrium

Recall that the second law of thermodynamics,

ds>%,
T (22)

gives us the fundamental criterion for equilibrium. That is, in a closed isolated system entropy
seeks a maximum,

>
a SU,V =0 (23)
Although this is the fundamental definition of equilibrium it is not the most useful definition
because we do not often work with closed isolated systems. More often we work with systems
at constant temperature and either constant volume or constant pressure. We can use the
second law, Equation 22, and our new functions A and G to find criteria for equilibrium under
these conditions.

Rewrite the second law, Equation 22 as follows:

TAS = dg
or
dg — TdS <0, (25)

Now, going back to the original form of the first law with only pV work,

and making the transformation to Helmholtz free energy we get,



dA=dU -Tds5 - 54T
=dg — pdl —-Td5 —-54T

= (dg — TdS) — pdV — SdT. (278.b, 0

For a process at constant temperature and volume we have,
= - <
dAy, = dg - TdS <0. 8)

We conclude that for a process at constant temperature and volume the Helmholtz free energy
seeks a minimum. Any spontaneous process in a system at constant T and V must decrease the
Helmholtz free energy (if the system is away from equilibrium) or leave the Helmholtz free
energy unchanged (if the system is at equilibrium).

By the same token, we can use the Gibbs free energy to discuss processes at constant
temperature and pressure,

dG =dH —-Td5 -5dT
=dg+ Vedp — TdS — 54T

= (dg —Td3) + Vdp — 3 T, (29a, b, ¢)

from which we conclude that for a process at constant T and p,
= - =
dGr,p dg — Tds =0. (30)

That is, at constant T and p the Gibbs free energy seeks a minimum. Any spontaneous process
in a system at constant T and p must decrease the Gibbs free energy (if the system is away
from equilibrium) or leave the Gibbs free energy unchanged (if the system is at equilibrium).

Maxwell's Equations

We now have the tools to derive some very useful relationships between thermodynamics
variables. Maxwell's equations are based on the same principle as was Euler's test for exact
differentials, namely that mixed second derivatives of "nice" functions must be equal.
Applying this principle to our two new free energy functions we find,
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but we already know the first derivatives of A from Equations 11a and 11b. So,
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We obtain another similar equation from the Gibbs free energy,
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which becomes, using Equations 16a and 16b,
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There are two more Maxwell's equations from dU and dH, but these are not as useful as the
ones just derived. We will leave it to the reader to find the Maxwell's equations from dU and
dH.

First Application of a Maxwell's Equation

As our first application of a Maxwell's equation we will derive the so-called thermodynamic
equation of state which we stated without proof earlier. Write the combined first and second
laws,

Divide Equation 1 by dV and hold T constant to get,
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Using the Maxwell's Equation, Equation 32c, to substitute for the entropy derivative we
obtain,
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Equation 36 is the equation that was written down without proof at the time we were
discussing the Joule expansion.

The other version of thermodynamic equation of state, based on H instead of U, will be left as
an exercise for the reader.
Summary

We now have four interesting and useful derivatives of entropy,
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There are two other derivatives of entropy which might prove useful,

LR
#HE .

»

The other derivative, oV 7 will be left to the reader.

THE CARNOT CYCLE

In 1824, Nicolas Léonard Sadi Carnot proposed a model for a heat engine based on what has
come to be known as the Carnot Cycle. The cycle exploits the relationships among pressure,
volume and temperature of gasses and how an input of energy can change form and do work
outside the system. Compressing a gas increases its temperature so it becomes hotter than its
environment. Heat can then be removed from the hot gas using a heat exchanger. Then,
allowing it to expand causes it to cool. This is the basic principle behind heat pumps used for
heating, air conditioning and refrigeration.

Conversely, heating a gas increases its pressure, causing it to expand. The expansive pressure
can then be used to drive a piston, thus converting heat energy into kinetic energy. This is the
basic principle behind heat engines. The most efficient heat engine cycle is the Carnot cycle,
consisting of two isothermal processes and two adiabatic processes.

The Carnot cycle can be thought of as the most efficient heat engine cycle allowed by
physical laws. When the second law of thermodynamic states that not all the supplied heat in
a heat engine can be used to do work, the Carnot efficiency sets the limiting value on the
fraction of the heat which can be so used.

In order to approach the Carnot efficiency, the processes involved in the heat engine cycle
must be reversible and involve no change in entropy. This means that the Carnot cycle is an
idealization, since no real engine processes are reversible and all real physical processes
involve some increase in entropy.
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